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ChatGPT Wrote This Paper, But I Helped  

Today, large language models (LLMs) like ChatGPT are no longer fringe novelties—they are 

collaborators, assistants, and in some cases, co-authors. Trained on millions of examples, these AI 

systems can generate text that is coherent, responsive, and stylistically versatile (to a point). For 

researchers, students, and educators alike, they can offer new ways to brainstorm, revise, summarize, and 

even produce academic prose. Of course, they also can be used to take shortcuts, potentially waterdown 

important concepts with flowery prose, and masquerade mediocrity behind apparent talent. So what does 

it look like to write a paper with them as your co-author? Would they help you, hinder you, or take away 

agency as an academic? This paper will not only inform the reader on LLMs in academic writing, but is 

an example of a collaborative interaction. The full ChatGPT chat detailing the creation of this work will 

be available, and revisions to the manuscript also provided. Thus the goal of this paper is answer the 

question: What does it mean to “write” a paper in an age when machines can write, too? This paper 

explores how LLMs are reshaping the academic writing landscape on its surface, and is a practical 

application of that reshaping “under the hood”. In doing so, it acknowledges the irony—and the insight—

of its own title: ChatGPT wrote this paper, but I helped. Rather than asking whether LLMs should be part 

of the academic process, it begins from the more grounded position that they already are, and turns 

instead to the more nuanced question: What does that look like?   

The Current Academic Writing Landscape  

Academic writing has long served as both a means of communicating within a discipline and a 

core marker of scholarly identity, for better or worse. At its best, it denotes a level of intelligence and 

deeper thought mindset of its author. At its worst, it’s gatekeeping, overly complex, and unnecessarily 

dense. The process of crafting a paper—from formulating a question to articulating an argument, has 

traditionally been regarded as an intellectual endeavor requiring sustained reflection, critical thinking, and 

a distinct authorial voice (Sword, 2012). Indeed, many academics today (myself included) can come up 

with ideas easily, but translating them from an concept to paper is the challenge, mostly in terms of 

logistics. Writing is not merely a way to communicate ideas; it is often how scholars come to understand 
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their ideas in the first place, taking that small idea and fleshing it out further and further via long hours at 

a word processor. Additionally, expectations for originality and individual contribution have historically 

defined academic authorship. In most disciplines, credit is closely tied to who generates ideas, structures 

arguments, and composes text. Institutions like the International Committee of Medical Journal Editors 

(ICMJE) set clear guidelines for authorship, emphasizing the necessity of substantial contributions to the 

conception or design of the work, as well as drafting or revising it critically (Defining the Role of Authors 

and Contributors, n.d.). This might be a fine system in its rigor, if at the same time, structural pressures 

within academia hadn’t reshaped how writing is approached. The imperative to "publish or perish" has 

intensified across disciplines, particularly for early-career researchers seeking tenure or grant funding 

(Rawat & Meena, 2014). The growing volume of scholarly publication—estimated at over 3 million peer-

reviewed articles per year—has raised concerns about both the sustainability and quality of academic 

writing (Johnson et al., 2018). Moreover, the increasing interdisciplinary nature of scholarship requires 

academics to navigate unfamiliar fields and vocabularies, further complicating the writing process (Repko 

& Szostak, 2016). Time constraints, teaching loads, and administrative responsibilities often push writing 

into the margins of academic life, leading many scholars to seek tools that can streamline or support their 

writing workflows (Bartlett et al., 2021). Thus, while writing has become essential to the modern day 

academic, it isn’t always approached in the spirit of academia – it’s a task that one must do in order to 

gain, maintain, and grow in their job, along with dozens of other things. In this context, LLMs like 

ChatGPT have emerged not simply as technological novelties, but as potential interventions in an 

overburdened system. Their integration into the academic landscape should be understood against this 

backdrop of heightened expectations, constrained resources, and shifting norms around authorship and 

collaboration. Academic writers are seldom just that – they are usually teachers, advisors, researchers, 

mentors, and of course functioning adults with personal and professional commitments. The expectation 

to publish or perish has no doubt caused plenty of both. 

What LLMs Do – and What They Don’t 
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Large language models (LLMs) like ChatGPT, developed by OpenAI, have rapidly become 

powerful and accessible tools for generating human-like text across a wide range of domains. These 

models are trained on massive datasets that include books, articles, websites, and other digital content, 

enabling them to produce text that mimics a variety of styles, tones, and disciplinary conventions 

(OpenAI, 2024). In academic contexts, LLMs have been adopted for tasks such as summarizing literature, 

paraphrasing text, suggesting revisions, generating outlines, and even drafting entire sections of papers 

(Korinek, n.d.). The entire process for this paper, in fact, will be available for those interested in how 

LLMs might be used in writing, in the form of the ChatGPT conversation between the human author and 

ChatGPT 4o. 

At their best, LLMs function as intelligent writing assistants—capable of enhancing productivity, 

sparking creativity, and supporting non-native English speakers or novice scholars (Karimi, 2024). They 

can synthesize large amounts of information quickly and generate plausible prose on demand. This makes 

them appealing tools in an environment where time and cognitive bandwidth are scarce resources. And 

while they have a few “tells” (e.g., ways to suspect sentences are LLM generated versus human, such as a 

love of em-dashes), at a glance they appear to have come from a human since they were trained on the 

writing of humans. 

However, LLMs also have critical limitations. One of the most well-known issues is 

hallucination—the tendency of LLMs to produce false or fabricated information, including invented 

citations or misrepresented facts (Ji et al., 2023). While the generated text may appear fluent and 

authoritative, it often lacks grounding in verified sources. This poses particular risks in academic writing, 

where evidence and citation integrity are paramount. Thus far in the creation of this paper, finding if 

citations are real or false, and are appropriate, has been the bulk of the human author’s work in the early 

stages of working with his machine collaborator. This question of “what is a good source” will come back 

later as we consider it philosophically as well as practically. 

In addition, LLMs do not understand meaning in a human sense. They operate based on statistical 

patterns in language rather than comprehension of ideas, arguments, or disciplinary logic (Bender et al., 
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2021). As a result, they may generate text that is grammatically correct but conceptually shallow, 

misleading, or logically inconsistent. Their outputs also reflect the biases embedded in their training data, 

including cultural, gender, and racial biases (Weidinger et al., 2022). A colleague recently shared an 

anecdote of asking an LLM to describe her office as a music professor. It got the setting mostly right, 

however when asked to describe her, it defaulted to an older white male, in stereotypical attire for a 

distinguished professor. 

Finally, LLMs cannot make decisions about research design, analyze data, or formulate 

arguments in ways that reflect genuine critical thinking or scholarly intent. They may know the difference 

between a between-subjects and within-subjects design, but be unable to articulate why one would be 

more appropriate in a context than another. And while they can simulate the form of academic writing, 

they do not participate in the substance of scholarship. To say that an LLM “wrote” something is, 

therefore, a shorthand for a much more complex human-machine interaction—one in which the human 

user prompts, interprets, revises, and ultimately takes responsibility for the final product. 

These distinctions are central to understanding the role of LLMs in academic work. They are 

tools, not agents; collaborators, perhaps, but not co-authors in any meaningful ethical or intellectual sense 

(COPE Council, 2023). 

How Academics Use LLMs 

So what are we doing with these Large language models (LLMs) like ChatGPT, that have become 

integral to various stages of academic writing? Merely helping researchers overcome writer's block, refine 

language, and generate coherent text, thereby enhancing productivity and facilitating the writing process. 

Perhaps that is what we’d like them to be, but they are obviously much more. 

Beyond simple wordsmithing, one danger is in LLMs functioning as “complementary” 

collaborators, responding to user prompts by generating text that aligns with the user's initial ideas. For 

example, when I asked ChatGPT to help draft this paper, it told me “That title is fantastic—clever, self-

aware, and immediately sets the tone for an engaging and thought-provoking paper.” High praise that I 

don’t think was warranted by merit but definitely appreciated by ego. This supportive role can be 
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beneficial during the drafting phase, providing users with alternative phrasings and elaborations. 

However, LLMs typically lack the capacity to critically evaluate or challenge the content they generate, 

as they are designed to produce text based on patterns in the data they were trained on, rather than through 

critical analysis. One wonders if LLMs had been primarily trained upon the angsty writings of teenagers 

if they wouldn’t be as apt to provide praise as they would to feign indifference. Obviously an editor who 

never challenges you is not a very useful one, despite the fact authors rarely complain that “Reviewer 2” 

wasn’t hard enough on them! 

Another use of the LLM by the academic may be as a pseudo-collaborators or graduate students. 

In academic settings, early-career researchers often assist with literature reviews, idea generation, and 

initial drafting, while also providing critical feedback and questioning assumptions. In contrast, LLMs, 

although capable of generating text and suggesting revisions, do not possess the ability to engage in 

critical discourse or offer evaluative feedback, as they operate without understanding or awareness. One 

wonders, though, how long it took for a seasoned writer to feel comfortable challenging a senior’s 

judgment, so in that case, LLMs might not be any less critical than a first-year assistant professor. 

This pseudo-collaborative mode could be tremendously useful for faculty at smaller institutions 

or in under-resourced settings, where access to graduate students or research assistants may be limited, 

LLMs may serve as accessible tools for brainstorming and drafting. Their availability (much greater than 

that of a junior faculty member) and responsiveness make them appealing options for scholars seeking 

immediate assistance in developing ideas and structuring their writing. However, the effectiveness of 

LLMs in this role depends on the user's ability to critically assess and refine the AI-generated content, 

ensuring that the final work maintains scholarly rigor and originality (Meyer et al., 2023). As a senior 

person in the field, the capability to distinguish quality criticism and surface-level may be well honed, but 

as a junior person, utilizing LLMs, the results may be less than optimal. 

Finally, a notable concern in utilizing LLMs for academic writing is their approach to source 

selection. When tasked with supporting an argument, LLMs may retrieve references based on keyword 
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matching without evaluating the credibility, relevance, or recency of the sources. This raises an 

interesting philosophical question on how a scholar “should” select a source. 

Ideally, scholars should conduct comprehensive literature reviews to identify and select all 

sources for an argument, and then choose the most pertinent and rigorous sources (e.g., “best” sources). 

However, practical constraints such as time limitations often lead to more expedient methods, such as 

seeking any source that supports a given argument. This pragmatic approach, although sometimes 

necessary, underscores the importance of maintaining critical engagement with source material, a quality 

that LLMs currently lack. Consequently, while LLMs can mimic certain aspects of scholarly research 

practices, they do not replace the nuanced judgment and critical appraisal that human researchers bring to 

source selection and evaluation. Just as we teach students not to simply select the top five results of a 

search query and “force them into an argument”, we must be aware that LLMs are doing exactly that, 

often with just the top source. 

In summary, LLMs are increasingly being integrated into academic writing as tools that can 

enhance productivity and assist in various stages of the writing process. However, their use necessitates 

careful oversight and critical engagement from scholars to ensure that the resulting work adheres to 

academic standards of quality, originality, and integrity. 

Ethical and Epistemological Concerns 

Aside from the practical uses described in the last section, the rise of large language models 

(LLMs) in academic writing also raises several ethical and epistemological concerns, particularly around 

authorship, transparency, integrity, and the nature of knowledge production. While LLMs can be 

powerful tools for augmenting scholarly productivity, their use challenges long-held norms about what it 

means to create, critique, and take responsibility for intellectual work. And while we can reasonably 

assume that academic writers today didn’t have access to these tools as they learned their craft, within a 

few short years it will have been available throughout the length of time needed to go from secondary 

education to the highest levels of collegiate degrees. What will academic writing philosophically be to a 

newly-minted doctoral degree holder in 2030? 
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One of the most immediate concerns is the question of authorship. Traditional academic 

authorship requires substantial intellectual contribution, including idea generation, drafting, revision, and 

accountability for content (International Committee of Medical Journal Editors, 2025). Since LLMs 

cannot be held accountable, they do not meet the basic criteria for authorship, even if their textual 

contributions are substantial. The Committee on Publication Ethics (COPE Council, 2023) has 

emphasized that AI tools should not be listed as authors, and any use of such tools must be clearly 

disclosed in the manuscript (for this paper: done and done). 

This issue is closely tied to the broader problem of transparency. When scholars use LLMs to 

generate or revise text, should that be disclosed in a footnote, a methods section, or an acknowledgment? 

Should it be a central topic in the paper, as I am continually doing here? Practices vary widely, and most 

journals have yet to establish consistent policies. Some researchers argue that failing to disclose AI 

involvement misrepresents the origin of the work (Stokel-Walker, 2023), while others believe that AI-

generated assistance is no different from using a grammar-checking tool or consulting a colleague 

(Rainie, 2023). This ambiguity creates ethical gray zones, especially in student work, where the line 

between legitimate assistance and academic misconduct is often unclear to all involved (Cotton et al., 

2024). 

Beyond questions of credit and disclosure, LLMs raise epistemological concerns about how 

knowledge is constructed and validated. Academic writing is not just a means of communication—it is a 

mode of inquiry, where argumentation, evidence, and critical engagement are essential. Its production has 

traditionally been a marker of higher education. LLMs, however, generate text based on probabilistic 

associations in training data, not through any understanding of logic, truth, or evidence (Bender et al., 

2021). This means they may produce fluent but vacuous text, or worse, propagate misinformation or 

fabricated references (Ji et al., 2023). And they love to use phrasing far from the vernacular of the 

population they seek to impact. In other words, they sound fancy but are fluffy. 

This is especially troubling in the context of citation integrity. As mentioned, LLMs have been 

shown to hallucinate references—creating plausible-looking but nonexistent citations (Touvron et al., 
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2023) . Even when real references are suggested, they are often chosen based on surface-level token 

matches rather than relevance, credibility, or scholarly rigor. This stands in contrast to the ideal of 

academic research, where sources are carefully vetted and contextualized. Yet, as discussed previously, 

real-world academic practice is not always ideal. Time pressures, search fatigue, and publication 

deadlines can lead even experienced scholars to adopt heuristic approaches to sourcing—choosing 

“anything that says that” rather than the best possible evidence (Tenopir et al., 2009). 

In this way, LLMs may reflect and reinforce problematic tendencies that already exist in the 

academy. Rather than transforming academic writing, they may expose its weaknesses—its dependence 

on stylistic fluency, its tolerance for shallow citation, and its sometimes-arbitrary approach to evidence. 

This invites a deeper question: What counts as rigor, originality, or authorship when machines are part of 

the process? What will count in the future? 

What This Means for the Future of Scholarship 

As large language models (LLMs) become more deeply embedded in academic workflows, they 

are not only changing how scholars write, but also reshaping how we conceive of authorship, 

collaboration, and the production of knowledge itself. Their influence prompts a reconsideration of long-

held assumptions in academic culture—particularly regarding who (or what) contributes to scholarship, 

and how. 

One emerging implication is the need to reimagine academic authorship. If a researcher uses an 

LLM to help brainstorm, structure, and phrase a paper, how different is that from working with a graduate 

assistant or junior colleague? Take for example the process of this paper: An idea I had while taking a 

break from my desk one morning. If I had a lab full of students, or a colleague across the hall, I likely 

would have walked over to them and discussed it. We would have considered if the idea was valid, if 

there was enough to write a paper about, and what role that paper may serve. But as I teach at a small 

rural institution, with no graduate program, and am currently down a faculty member, I had no one in my 

discipline to talk to. So I talked to ChatGPT (which, as we already established, was enthusiastically for 

writing this work). The analogy is increasingly apt. Just as early-career researchers often contribute by 
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offering feedback, drafting sections, or synthesizing sources, LLMs can perform many of the same 

functions (Korinek, n.d.). However, unlike human collaborators, LLMs lack accountability, intent, and the 

capacity for original insight—attributes many consider central to scholarly contribution (Bender et al., 

2021; COPE Council, 2023). I thought it was a good idea to write this paper, and it agreed because I 

proposed it. Thankfully I have some colleagues that I can circulate this manuscript to for outside “human” 

eyes. 

Still, in institutions with limited access to graduate support or collaborative research networks, 

LLMs may offer a form of intellectual companionship that democratizes participation in scholarly 

discourse. For faculty at teaching-intensive institutions or in the global south, who may have fewer 

resources for research infrastructure, LLMs can provide affordable, 24/7 feedback and writing assistance 

(Yu et al., 2023). This could reduce disparities in academic productivity and access to publication, though 

it may also reinforce dependence on tools developed and controlled by a small number of private tech 

companies. This concentration of AI development within major firms can increase existing inequalities, 

as these entities may prioritize commercial interests over equitable access to AI resources. Addressing 

these challenges requires a comprehensive policy approach to ensure AI's beneficial development and 

diffusion, including measures to promote competition, enhance accessibility, and address job 

displacement and inequality (Filippucci et al., 2024). 

Another important philosophical implication lies in the development of new norms and citation 

practices. As more scholars use LLMs to generate content, review literature, or assist with synthesis, the 

academic community will need to develop clearer standards for how to disclose and credit such use. Some 

journals have begun implementing policies requiring authors to declare AI involvement in methods or 

acknowledgments sections (Stokel-Walker, 2023). However, much of this policy-making is reactive and 

fragmented. Without a coordinated response, inconsistencies may lead to confusion, mistrust, or even 

reputational damage. 

In addition, the integration of LLMs also invites a reconsideration of pedagogical and institutional 

goals. If writing becomes less about constructing prose and more about guiding or refining generated text, 
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educators will need to rethink how they assess writing skills and what learning outcomes they prioritize 

(Cotton et al., 2024). Similarly, institutions may need to adapt promotion and tenure guidelines to clarify 

expectations about originality, contribution, and acceptable use of AI tools in scholarly output. 

Finally, there is a broader epistemic shift at stake. If LLMs are regularly used to produce 

literature reviews, abstracts, and even theoretical frameworks, we risk eroding the reflective, dialogic 

process that underpins knowledge creation. The automation of scholarly writing may speed up 

production, but it also threatens to flatten originality and reduce the diversity of academic voice (van Dis 

et al., 2023). We have a narrative that writing happens in an organic and Whether this transformation 

leads to a flourishing of ideas or a homogenization of discourse will depend on how scholars choose to 

engage with these tools—critically, creatively, and ethically. 

Conclusion 

The integration of large language models like ChatGPT into academic writing marks a profound 

shift in how knowledge is produced, shared, and credited. These tools are not merely technological toys; 

they are already active participants in scholarly workflows—generating prose, shaping arguments, and 

even simulating intellectual partnership. As this paper has argued, their rise compels scholars to grapple 

with complex ethical, epistemological, and practical questions: What counts as authorship when machines 

can write? How do we preserve academic rigor when generative fluency can mask conceptual 

shallowness? And how do we ensure that these tools empower rather than homogenize or marginalize 

scholarly voices? How do we retain an authentic voice when our new co-authors want to extensively use a 

thesaurus? 

LLMs are, by design, enthusiastic collaborators. They amplify ideas, smooth sentences, and offer 

endless variations on a theme. But they rarely challenge assumptions or provide meaningful critique 

(although the human author here has tried to push it to do so, including asking it to act as a journal editor). 

In this way, they function less like peer reviewers and more like agreeable junior colleagues—useful, yes, 

but potentially uncritical. This raises an important challenge for future development: can we build LLMs 

that not only support writing but sharpen thinking? 
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Moreover, as the academic community negotiates how LLMs are used, cited, and disclosed, we 

must also confront a more uncomfortable truth: many of the habits that LLMs expose—surface-level 

citation, formulaic prose, reliance on heuristics—are already common in scholarly practice. Rather than 

treating these tools as external threats to academic integrity, it may be more productive to see them as 

mirrors—reflecting both the strengths and the weaknesses of how we write, teach, and evaluate 

knowledge today. We’ve known for some time that publish or perish has crept into the life of first-year 

graduate students in doctoral level programs, and we all seem to agree that this isn’t a great thing. Yet we 

still sit on tenure and promotion committees that argue that an unrealistic number of publications per year 

is essential, simply because everyone else had the same number. 

Ultimately, this paper has not argued for or against the use of LLMs in academia. Instead, it has 

suggested that they are already here, already working alongside us, and has shown a process of using 

them. You may view the original ChatGPT thread that drafted this paper by going to URL, as well as 

drafts of the paper as it was being written. The real question, then, is not whether we should let them in, 

but how we live and write with them—responsibly, reflectively, and with a renewed attention to what 

matters most in scholarly work: clarity, rigor, creativity, and care.  
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